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EXECUTIVE SUMMARY 

Even though there has been a long array of literature applied to Transmission Expansion Planning (TEP), the 
complexities inherent to the problem mean that large-scale, long-term TEP still remains a challenge. As a 
result, most practical TEP implementations are based on expert judgement. The aim of WP8 within project 
e-Highway2050 is to propose a suitable methodology that exploits the techniques that have been 
developed in the literature and extends them further in order to tackle a system as large as the European 
one. 

We propose a methodology that is based on a combination of simulation and optimization. Simulation tries 
to represent the possible states of the system in as much detail as required. The perspective taken is that of 
a Transmission System Operator (TSO) which undertakes centralized TEP with no control over generation 
expansion, which is taken into account under the form of uncertain generation scenarios, so that several 
possible evolutions of the power sector are considered. Other sources of uncertainty, such as demand or 
non-controllable generation are also taken into account in the simulation. This incorporates spatial and 
time correlation effects, so that the full set of hourly time series generated can be considered sufficiently 
representative of the behaviour of the system. 

These simulated results are too detailed both in number of nodes and number of operation snapshots to be 
subject to optimization directly. Therefore, we apply reduction methods to condense the information into a 
workable model: snapshot selection techniques single out the most representative operation situations and 
network reduction mechanisms condense the full grid into a smaller network that still maintains the same 
key features and problems as the original one. Then, optimization is applied to this reduced zonal network 
taking into account all the selected stochastic scenarios. Subsequently, the resulting zonal expansion plan is 
transcribed into specific transmission investments. 

The proposed methodology is articulated in six steps. First, controllable generation and consumption are 
calculated with an hourly time step to ensure power adequacy between production and load for each 
scenario and time horizon (see D8.2.a “Enhanced methodology for the computation of demand/generation 
scenarios”). At this stage, grid constraints are not taken into account. In a second step, overload problems 
are detected on a simplified initial pan-European nodal grid. Then, in a third step, the initial network is 
reduced, leading to a zonal grid. In a fourth step, the modular development plan is calculated at the zonal 
level considering all time horizons and the whole set of scenarios (see D8.4.a “Enhanced methodology to 
define the optimal modular plan”). Starting from the zonal modular development plans, the grid expansion 
is performed for the first two time horizons at a nodal level. Finally, the robustness of the nodal grid 
architectures is checked to ensure that the expanded networks can be operated without major voltage or 
stability issues (see D8.5.a “Enhanced methodology to assess robustness of a grid architecture”). This 
deliverable will focus on steps 2 and 3 which aim at detecting overload problems to reduce the grid to a 
zonal model. Then, the methodology used for the nodal expansion of the grid, step 5, will be presented in 
the same document. 
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Figure 1. Methodology proposed in e-Highway2050, WP8 

 

This document details parts of this methodology and the results of the case study on which it was applied. 
First, Section 1 presents the case study on which the proposed methodology was tested. Sections 2, 3, 4, 5 
and 6 detail the mechanics of each of the steps 2 to 5 of the methodology except the grid expansion at 
zonal level, which is presented in a separate deliverable. 

The method developed in this report is composed of three main modules: 

 The detection of overload problems (Section 4) on a simplified initial 1000-node network, i.e. the 
quantification of congestion of transmission lines in the initial grid, while using system flexibility in 
the most efficient way. Flexibility can be brought devices with no operating cost (Phase-Shifting 
Transformers (PST) or HVDC links), or associated to a cost such as redispatching. In the case of the 
large European system (around 8,000 nodes), a preliminary network reduction technique is 
presented in Section 2 to simplify the full grid to 1,000 nodes. 
 

 A network reduction method (Section 5) which calculates an equivalent simplified zonal grid from 
the nodal system (1,000-node network). This zonal model will be used as the starting point for a 
modular network development plan. First, the network is split into zones according to identified 
critical branches, such as frequently congested lines or power flow control devices (PST or HVDC 
links). Then, a method is proposed to approximate equivalent network characteristics of the 
original system.  

 

 Finally, a grid expansion technique at the nodal level is described is Section 6. This task aims at 
finding the optimal nodal expansion plan for the first time horizons where the zonal expansion is 
common for all scenarios. It consists in identifying the most relevant candidate lines in a first step, 
and solves the transmission expansion planning problem to select the optimal lines in a second step 
(using TEPES, a model developed by Comillas). 

A detailed review of the main existing approaches to TEP, both in practical settings and in the academic 
literature, is presented in Appendix A: Existing TEP approaches. 

STEP 1 – ADEQUACY WITHOUT GRID 
 

STEP 2 – DETECTION OF SYSTEM OVERLOADS 
 

STEP 3 – NETWORK REDUCTION ACCORDING TO 

CRITICAL BRANCHES 
 

STEP 4 – OPTIMAL GRID EXPANSION AT ZONAL 

LEVEL FROM TODAY TO 2050 
 

STEP 5 – GRID EXPANSION AT NODAL LEVEL 
 

STEP 6 – ROBUSTNESS OF THE PROPOSED GRID 

ARCHITECTURES 
 

Yearly 
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1. Description of the data used for testing 

A simple test case is used to help the integration of the different modules of the WP8 methodology and to 
test their feasibility. These data are not realistic: they are simply a tool to test the methods and ensure a 
good integration of all the modules. A final test case of the size of the European system with realistic data 
will be realized in task 8.6.  

This case study is based on a 2012 French-Spanish (FR-ES) HV system where the surrounding countries are 
modelled as a reduced set of neighbour nodes (see Table I and Figure 2). The size of this system is similar to 
the target size of the European system after the initial reduction (from 10,000 nodes to 1,000). Thus, we 
kept the unreduced FR-ES system in the test case (i.e. the initial reduction step (task 8.3.1) was not 
performed on the case study). The system includes around 600 generating units with Pmin > 0; their Pmin and 
Pmax have been randomly perturbed, and their generation types have been arbitrarily set to cover all 
possible types. HMI coordinates of the nodes are available (from a network simulation tool), giving an idea 
of the geographical distribution of nodes. 

Table I – Description of the French-Spanish system used in the test case 

Number of nodes 2196 

Number of external nodes (no FR-ES) 211 

Number of 400kV nodes 548 

Number of lines 3715 

Number of 400kV lines 981 

Number of 400kV PST 8 

Number of 400kV interconnexion lines 45 

Number of HVDC lines 0 

 
Figure 2. FR-ES system used in the test case (400kV lines in blue; lines <400kV in green) 
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Then, starting from the 2012 installed capacities and energy mix in both countries (REE, 2013 - RTE, 2013) 
we built two different scenarios for 2050 according to the following assumptions (Table II): 

Table II – Description of the scenario assumptions for 2050 

 France Spain 

Scenario 1 

Decrease nuclear generation End of nuclear generation by 
2050 

Increase wind and solar capacities 
by a factor 3 by 2050 

Increase wind and solar 
capacities 

Constant load Increase load by 50% by 2050 

Scenario 2 

Increase hydro generation No change in hydro  

Increase gas and coal generation No change in thermal 

Increase wind and solar capacities 
by 50% by 2050 

Increase wind and solar 
capacities by 50% by 2050 

Increase load by 30% by 2050 Constant load 

 

In the first scenario, there is a high increase in the Spanish consumption mostly compensated by a large 
increase in wind and solar generation in France, while only the French consumption is increased in the 
second scenario. This should result in different flows within the system. 

Once the installed capacities of each technology have been calculated for the two scenarios in 2050, values 
were interpolated for 2030 and 2040. Thus, two different scenarios for three time horizons (2030-2040-
2050) are considered in this test case. For each scenario and time horizon, 10 Monte-Carlo years are 
generated with different samples of the uncertain phenomena such as load, wind and solar. This is done by 
the module developed in task 8.2 (adequacy simulations without grid). Then, all the methodology is run on 
this data: DCOPF and detection of critical branches, network reduction (100 zones), snapshot selection, 
candidate selection, zonal Transmission Expansion Planning (TEP), nodal expansion and robustness study of 
the proposed architectures. 
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2. Task 8.3.1: Reduction of the initial network 

Detecting overload problems on a large grid is challenging since time complexity is added to spatial 
complexity. Using the whole existing European network, which includes approximately 8000 nodes, is 
unrealistic. Moreover, considering the time horizon, it would not be relevant to use the full network. The 
European grid must be simplified. Existing network reduction techniques mainly aim at keeping branches 
currently likely to be overloaded and at reducing the other parts of the network. They are not relevant for 
long-term planning since deep changes in generation and consumption patterns can completely modify the 
list of such critical branches. Thus, we want to define a method for network reduction based on a criterion 
unlikely to change by the considered time horizons. 

In this subtask, a simple clustering approach for a large transmission network was developed, based on the 
method presented in Section 5, in order to reduce the complete existing European EHV grid (around 8000 
nodes) to around 1000 nodes. Only 400kV nodes are kept in the simplified network and a few nodes which 
are electrically very close are merged together. Indeed, for a long-term and large scale planning problem, 
we do not want to look at local issues brought by lower voltage systems, but we want to consider larger 
phenomena reflected by the very high voltage grid. This simplification is sufficient to reduce the full 
network to approximately 1000 nodes. Thus, there is no need for a more complex method at this stage. 

The resulting grid, called “nodal grid”, will be the most detailed grid modelling used in the following tasks. 
The proposed method uses the electrical distance as a criterion to aggregate the nodes that are electrically 
close to each other. Additional rules were also introduced in order to take into account phase-shifting 
transformers (PST), HVDC (High-Voltage Direct Current) links embedded in AC grid and cross-border lines. 

Aggregating nodes electrically close to each other implies that very local congestions cannot be detected, 
which is an acceptable assumption for a continent wide planning methodology. Local reinforcements, if 
they are necessary, shall be planned in a second stage. 

The development of a reduced model comprises two subproblems: the network partition which aggregates 
the nodes together, and the calculation of the reduced network characteristics. A method is proposed, 
which is a simplified version of the network reduction method presented in Section 5. 

A prototype has been implemented in Matlab.  

 

2.1. Clustering method 

In order to reduce the European 8,000-node network to a nodal 1,000-node network, a simplified version 
of the network reduction method presented in Section 5 has been studied. 

The general idea of this simplified method is described in this section, while Section 5 is more detailed. 

2.1.1. Preliminary studies 

Clustering is the process of grouping the data into clusters so that objects within a cluster have high 
similarity in comparison to one another, but are very different to objects in other clusters. An appropriate 
simplified network in long-term planning is therefore a set of clusters (represented by a referent node), 
where nodes are electrically close to each other within a same cluster and significantly far from nodes in 
other clusters.  

Two clustering methods have been studied and tested. The first one consists in interpreting the problem as 
a mathematical linear integer program (J. C. Dodu, J. P. Ludot, & J. Pouget, 1969). In this approach, two 
nodes are defined compatible (resp. incompatible) if the electrical distance between them is below (resp. 
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above) a certain threshold. Then, the objective function aims at obtaining the minimal number of clusters 
so that two incompatible nodes are not in the same cluster. However, this method is very time consuming 
for large networks such as the European one. Besides, by only considering incompatibilities, we lose the 
electrical distance information. The second studied clustering method is the well-known K-means algorithm 
(Shi Na, Liu Xumin, & Guan Yong, 2010). It has the advantage of being simple and efficient on large sets of 
data. However, the solution is very dependent on the initial set of centroids.  

Therefore we decided to keep the second approach using a heuristic algorithm based on the work 
presented in Section 5 to build an initial partition close to the optimal one.  

2.1.2. Simplified clustering method 

Good results from Section 5 being convincing, a simplified version of its method has been developed and is 
presented here. It is based our on the K-medoids algorithm (similar to the K-means algorithm, but using 
data points as centroids) combined with a heuristic algorithm which defines an initial partition close to the 
optimal one.  

It is important to note that only the nodes at the highest voltage level (400 kV) are taken into account in 
the partition method to avoid distorting the electrical distance and for the reason stated before. The 
remaining lower voltage nodes are assigned to the geographically closest partition.  

A similar heuristic algorithm than the one described in Section 5 is used to build the initial network 
partition. The network should be split so that end nodes of PST (400kV only), HVDC links and cross-border 
lines are not in the same cluster. A maximum cluster size is also imposed to have relatively small partitions. 
Indeed, as we only consider the highest voltage level for the partition, the reduction ratio is very small, as 
well as the size of clusters. This initial partition is then refined using a modified version of the K-medoids 
algorithm which guarantees that end nodes of PST, HVDC and cross-border lines are never assigned to the 
same partition. This clustering is done according to the electrical distance (see definition in Section 5). Each 
partition representative, the medoid, is the node with the lowest average electrical distance to the other 
nodes in the partition. 

Once the final partitions have been calculated and the lower voltage nodes assigned to them, we compute 
the parameters of the reduced network. Classical network reduction techniques calculate the network 
parameters of the equivalent corridors so that inter-zonal flows in the reduced network match inter-zonal 
flows in the nodal network.  However, at this stage of the WP8 methodology, we do not have any 
operational data (simulations are performed on the nodal network). Thus, we compute the reduced 
network parameters directly by aggregating lines characteristics from the initial network. Admittances and 
capacities of lines with both end nodes in different clusters are summed to get the equivalent reactances 
and capacities of the new corridors. This naive method is acceptable as the reduction ratio is small. PST and 
HVDC lines are considered separately: they are kept in the reduced network. 

 

2.2. Results 

We tested this network reduction method on the France-Spain system described in Section 1. This system 
has 2196 nodes. Thus, we should reduce it to around 250 nodes to keep a similar reduction ratio than the 
one for the whole European network. The obtained reduced nodal network is displayed on Figure 3. 

It should be noted that this reduced nodal grid will not be used in the test case for the following modules, 
but the starting initial grid (2196 nodes) will be studied instead in order to have a test case of the same size 
as the nodal European grid. 
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Figure 3. Reduced nodal FR-ES network (250 nodes) 

  

 

3. Task 8.3.2: Automatic mapping of generation and 
consumption on nodes 

In this module, time series of load and non dispatchable production (solar, wind and hydro Run-Of-River) 
generated by the adequacy simulations from task 8.2 (see D8.2a) for each country are disaggregated on 
each node of the simplified 1000-node network. This is performed regarding pre-defined distribution keys 
for all types of load and generation. 

In the WP8 methodology, we suppose that distribution keys for each type of generation are an input of the 
methodology. Indeed, our goal is not to optimize the generating fleet. The method developed in WP2 (see 
D2.1 “Data sets of scenarios for 2050”) to calculate distribution keys is used to generate the data. 

Thus, after adequacy simulations and initial network reduction, there is a simple module which 
disaggregates time series of load and solar, wind and hydro ROR generation from country or regional level 
to nodal level according to input assumptions on distribution keys. This is implemented in AMPL. 

We should note that dispatchable generating units are allocated on the nodal network before adequacy 
simulations, and considered independently in the simulations. These units are distributed in the same way 
than what is done in WP2 (see D2.1 “Data sets of scenarios for 2050”). 
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4. Task 8.3.3: Detection of overload problems (DC OPF) 

In this module we want to quantify the congestion of transmission lines in the initial grid, while using 
system flexibility in the most efficient way. Flexibility can be brought by devices with no operation cost (PST 
or HVDC links), or associated to a cost such as redispatching. 

Detecting overload problems on a large grid becomes challenging since time complexity is added to spatial 
complexity. Indeed, generation and consumption are defined with hourly time steps for a large number of 
Monte-Carlo years, for each scenario and time horizon, leading to thousands of injection patterns.  One of 
the challenges is to detect which of these patterns will lead to congestions. We want to solve this problem 
without selecting ex-ante some representative snapshots, which does not ensure an exhaustive detection 
of overload problems, especially in a system with increasing uncertainties. In order to detect overload 
problems, the flows on the simplified nodal grid are computed for all injections using DC Optimal Power 
Flows (OPF) which take into account the possible network controls (HVDC, Phase Shifter Transformers 
(PST)). Adequacy simulations in a copperplate system (previous module, see D8.2.a “Enhanced 
methodology for the computation of demand/generation scenarios”) give the optimal dispatch of power 
plants which minimizes the total system cost. Each adequacy simulation is performed over one year with an 
hourly time step and a Monte-Carlo approach is used to take into account the stochasticity of load, 
intermittent renewable generation, hydro inflows and availability of thermal units. Thus, DC OPFs aim at 
minizing the cost of adjusting controllable generation and load from the optimal dispatch, while complying 
with network constraints and using in the best way costless controls (HVDC, PST). Each DC OPF is solved 
independently for each time step. If 2,000 Monte-Carlo years are simulated per time horizon and per 
scenario, and we consider 7 scenarios and 6 time horizons, this would lead to 735,840,000 DC OPFs. 
Consequently, the DC OPF model should be simple and solved in a very short time.  

Each DCOPF is modelled as a linear optimization problem in which controllable injections, voltage angles, 
PST phase angles and controllable flows over HVDC links are variables. The objective function is the 
minimization of the cost arising from the difference between the adjusted and the reference optimal 
injections. Adjustment costs of controllable generation and consumption have been defined based on 
priority orders (see Appendix C: Adjustment costs). Generating units are modelled such as shut-down units 
can be started with an additional cost and hydro power generation stays as close as possible to the 
reference optimal dispatch. Indeed time dependencies are not taken into account in the DC OPF, so that 
adjustments of injections implying storage (e.g. hydro power plants with reservoir) should be the smallest. 

Finally, each DC OPF returns indicators associated to each transmission line (e.g. flow, congestion duration 
or marginal cost associated to the maximum flow constraint) and nodes (e.g. marginal price). Then, deciles 
and average values of these indicators are calculated for each line and each node, and analyzed in order to 
define critical branches and the zonal decomposition (see Section 5). 

This DC OPF model has been written in AMPL and is solved using FicoXpress solver (mixed integer solver). 

 

4.1. Mathematical formulation 

We consider the simplified European grid from the previous network reduction module, with a set of nodes 
and a set of transmission lines. Each transmission line is defined by two nodes, which define the sign of the 
flow. Each generating unit is connected to a node. Demand Side Management (DSM) is aggregated and 
defined on each node, such as uncontrollable load. 
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4.1.1. Notations 

Indices  

      : Nodes 

   : Branch 

  : Set of nodes 

  : Set of transmission lines 

  : Set of injection types 

Parameters 

         : Reactance and resistance of branch    [pu] 

    
  : Optimal power injection of type   during period   at node   from adequacy without grid [MW] 

        : Sign of each injection type   (+1 for power generation and -1 for power consumption) 

    : Availability of generating unit              

           : Cost of energy not served and cost of energy in excess [€/MWh] 

   
      

  : Costs of adjusting (up and down) injections of type   during period   [€/MWh] 

Variables 

   : Voltage angle during period   at node    

     : PST phase angle during period   for branch     

     : Power flow during period   on HVAC link    [MW] 

     : Power flow during period   on HVDC link    [MW] 

     : Power injection of type   during period   at node   [MW] 

   
  : Energy in excess (i.e. production curtailment) during period   at node   [MW] 

   
  : Unsupplied energy (i.e. energy not served) during period   at node   [MW] 

  : Power injection of generating unit   [MW] 

 

4.1.2. Flexible grid devices 

In the DC OPF, we want to use at best the possibilities offered by existing flexible grid devices, such as 
Phase Shifter Transformers (PST) and High-Voltage Direct Current (HVDC) links. Indeed, these possible 
controls are costless actions which can regulate the flows across the grid. The following paragraphs detail 
the way they are modelled in the DC OPF. 

 

Phase Shifter Transformers (PST) 

A PST is a specialised form of transformer used to control the real power flow on transmission grids and 
prevent overload. This is done by adding a phase angle which affects the division of power flow between 
the paths. Taps connections allow controlling the magnitude of the phase shift which takes discrete values 

between      and     . 

Let branch    be an AC transmission line equipped with a PST and let     be the PST phase angle. If we 
consider the expression of real power flow on branch    under the DC approximation, the previous 
expression becomes:   
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As we want the DC OPF problem to be linear, the phase angle   is allowed to vary continuously between its 

bounds      and     . 

 

High-Voltage Direct Current (HVDC) link 

HVDC links use direct current, so that the power flow can be controlled independently of the phase angle 
between both ends. Thus, it can vary continuously within its bounds, defined by the maximum permissible 
flow (i.e. thermal limit). 

In the DC OPF, the power flow      of an HVDC link    follows the constraints described below, and is 

modelled in the balance equation as an exchange on injections, which is illustrated in Figure 4.  

             

          
     

 

 

4.1.3. Linear optimization 

Linear optimization is the problem of maximising or minimizing a linear function over a convex polyhedron 
specified by linear constraints. It can be expressed in canonical form as: 

     
                           
                  
                       

  

An Optimal Power Flow problem typically aims at minimizing the power generation costs or the 
transmission losses in a network subject to physical constraints such as Ohm’s and Kirchhoff’s laws and 
transmission capacities. This is a classical non linear and non convex optimization problem. Besides, by 
minimizing transmission losses the objective function becomes quadratic. Consequently, this OPF is 
computed under the DC approximation (see Appendix B: DC approximation for details on the power flow 
equations and DC approximation). 

In this module, we want to calculate the flows on each transmission line while using at best the grid control 
devices (HVDC, PST) and remaining as close as possible to the reference optimal dispatch, given by the 
adequacy simulation without grid. This is equivalent to minimizing the cost of adjusting controllable 
generation and load relative to the optimal dispatch. As we also want to avoid unbalance in the system, it is 
also taken into account in the total cost expression. The objective function is: 

   
         

                 

 

                
  

   

 

Network data DC OPF  

A B 

    

A B 

            

Figure 4. HVDC link model in the DC OPF 
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The objective function can be linearised by decomposing each variable into two positive variables. For 
instance, by decomposing    into two positive variables     

  (energy in excess) and    
  (unsupplied 

energy) such as        
     

  , then: 

         
     

  

We define as well positive adjustment variables up and down for injections, such as: 

         
        

       
  

The objective function can now be expressed without absolute values, and the DC OPF problem formulated 
as follows: 

   
         

        

 

   
          

        
       

     
       

 

   

   

With the following constraints: 

 Balance equation for each node     

             

    

                  

    

    
     

  

 Transfer capacity constraint for each HVAC transmission line      and HVDC transmission line    

          
    

          
    

 PST phase angle constraint for each branch       

   
            

    

If there is no PST on branch   , then    
       

     . In order to respect linearity,      can vary 

continuously within its bounds. 

 Boundary conditions for each injection type     at node     

   
            

    

 

4.1.4. Generating units modelling 

Each generating unit is defined by a number, a node to which it is connected, a type (e.g. nuclear or 
onshore wind generation), maximum and minimum power production bounds, a generation cost, its 
optimal reference production (from adequacy simulation without grid) and an availability parameter. The 
unit availability is mainly defined for thermal units and refers to maintenance or outage. It is an output of 
the Time Series generator in module 8.2 (see D8.2a “Enhanced methodology for the computation of 
demand/generation scenarios”). This availability parameter    is set to 0 if the thermal unit is under 

maintenance or during an unplanned outage, and it is set to 1 otherwise. However, it does not take into 
account the unit commitment calculated in the adequacy simulation without grid. 

In the DC OPF, we want to allow start-up of shut-down available thermal units. These units have an optimal 
power production set to zero in the adequacy simulation without grid, but as they are not under 
maintenance or in outage, they could be started to reduce congestion of branches or ensure adequacy. 
Thus, three different types of generating units are modelled in the DC OPF: 
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 Unavailable generating units (maintenance or outage of thermal units): the power production 

should remain at zero. The unit being unavailable,     . We define the power production 

constraint of unit   as follows: 

     
            

     
     
           

 Available generating units which are operating in the adequacy simulation without grid: the power 

production should stay within the minimum and maximum bounds. The power production 

constraint of unit   becomes: 

     
            

     
     
        

         
    

 Available generating units which are shut-down in the adequacy simulation without grid: the power 

production may be either equal to zero or vary between      and     . As we want to keep the 

problem linear, the power production variable has to vary continuously within 0 and     . Thus, if 

a thermal unit is shut-down in the adequacy simulation without grid, we define the following power 

production constraint: 

     
                   

     
 

    
             

       
           

  

In the DCOPF, we do not allow to switch hydro PSP units from pumping mode to generating mode (idem for 
centralised storage).  

 

4.2. Adjustment costs of injections 

The adequacy of the power system without grid is simulated in module 8.2 and returns the optimal 
dispatch with its associated hourly injections for each country and type.   

This optimal hourly dispatch is performed in a copperplate system. This dispatch corresponds to the 
solution that minimizes the overall system cost. Thus, when grid constraints are taken into account this 
optimal dispatch is unlikely to be feasible, especially in long-term horizons where the network is no longer 
adapted. Changes in the generation and consumption injections will have to be considered to meet the 
network constraints. There are two types of changes: increase of generation (resp. decrease of 
consumption) and decrease of production (resp. increase of load). Each change is associated to an 
adjustment cost, depending on the hour, the type of the injection and the direction of the change. The 
distinction between an upward change (increase of injection at a cost   ) and a downward change 
(decrease of injection at a cost   ) is made. Adjustment costs can be negative (e.g. compensation of the 
fuel not used).  

We want to define a way of calculating these adjustment costs so that they represent the difference 
between the system operating cost from the reference case, in copperplate, and the one from the case 
with the grid. 

The calculation of these costs relies on the definition of a priority order between the different types of 
generation and consumption. Then, their value should be assessed in order to remain as close as possible 
to the real system operation. The more controllable a unit is to operate, the less costly it is to adapt its 
production. In contrast, cutting uncontrollable consumption, commonly known as unsupplied energy, is the 
most expensive solution for the system. A further study would be interesting to assess whether the 
resulting congestions are well depicted by these costs in this approach without time-dependent 
constraints. 

Priority orders and adjustment costs are detailed in Appendix C: Adjustment costs. 
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4.3. Test case results 

In the considered case study, 60 Monte-Carlo years are simulated in total (3 time horizons and 2 scenarios, 
with 10 Monte-Carlo years per horizon and scenario). The adequacy simulator (see D8.2.a), automatic 
mapping and hourly DCOPFs are run successively for each week of a Monte-Carlo year. This allows us to run 
the years in parallel. The Linux server we used for the simulations was composed of 16 cores. Thus, we 
could run up to 16 years in parallel. 

The computation times obtained for the adequacy and DCOPFs over one year using FicoXpress solver are 
presented in Table III. 

 
Table III – Computation times for the simulation of one year in parallel with 15 other years  

(*) corresponds to modules developed in task 8.2 

Module Computation time 

Time series generator* 1min 

Hydro scheduling* 10s 

Adequacy simulation* (total time for the 52 weekly MILP problems) 20min 

Automatic mapping 27min 

DCOPFs (total time for the 8736 hourly linear problems) 1h 22min 

Average running time per year 2h 9min 
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5. Task 8.3.4: Reduction of the nodal initial grid according 
to critical branches 

The objective of WP8 is to create an enhanced methodology to define large-scale, long-term grid 
architectures. However, the optimal planning of an area as large as the European system and the 
uncertainties involved make it impossible to solve the whole problem directly. The strategy developed in 
WP8 relies on reducing the network to a simpler, equivalent model that is amenable to optimization. 
Therefore, network reduction methods are necessary to condense the key features of the system into a 
workable model. This is represented in Figure 5. 

 

Figure 5. Network partition according to the critical branches 

This document describes our proposal for calculating an equivalent simplified zonal network from the nodal 
system calculated in task 8.3.1 (Section 2). This zonal model will constitute the starting point for a modular 
network development plan. 

We define critical branches as the transmission lines that present a special interest for the purposes of TEP. 
Possible reasons for this special interest are, for instance: 

 Frequent congestions. If a line is congested, it will impose operation constraints that would be 
ignored if the line was internal to a zone. That is particularly important given that congestion is one 
of the main drivers of transmission expansion decisions. It should be noted that congestions on 
very short lines are not considered. 

 Some power flow control devices, such as HVDC (High-Voltage Direct Current) lines or PSTs (Phase-
Shifting Transformers). These elements should be modelled individually in order to capture the 
flexibility they bring to the operation of the system. 

The size of the resulting reduced zonal network (the definition of zones and corridors linking them) must be 
small enough to be manageable. Otherwise, optimizing the grid expansion over some decades, for several 
scenarios would not be possible. Although the developed method is flexible in terms of number of nodes, 
the target size for the European system is about 100 zones for the European System, which we believe to 
be manageable for TEP but still be able to capture adequately the most important features of the network. 
Therefore, the objective of this task is to define and develop a network reduction technique able to simplify 
the model of the European network that has been developed in the initial reduction step in the order of 
1000 nodes, to about 100 zones or between 150 and 200 corridors. This reduced network should be able to 

Simplified nodal initial grid (critical 
branches in red) Zonal initial grid
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reproduce the behaviour of the original detailed network with a high enough level of accuracy. This means 
that, to the extent possible, the inter-zonal flows of the original nodal network, including the flows on the 
identified critical branches, should approximate those in the equivalent zonal network for all the scenarios 
and time horizons considered. In addition, given that reducing losses is –together with alleviating 
congestion and improving reliability– one of the most important drivers of network expansion, it is 
desirable that the reduced network represents losses adequately. 

The development of a reduced model comprises two subproblems: 
1. First, network partition assigns nodes into zones. This partition should preserve, to the extent possible, 

all critical branches. That is, the end nodes of critical branches should belong to different zones. 
Besides, it should assign nodes that are electrically and geographically close to the same partition, in 
order to keep long corridors in the reduced network. 

2. Then, network reduction creates a zonal network that approximates the characteristics of the original 
system as close as possible, including inter-zonal flows and losses. 

Ideally, these two subproblems should be performed simultaneously to find the partition that results in the 
best reduced system. That is, we should solve an optimization problem for network partition and reduction 
concurrently. However, the unmanageability of this problem leads us to approaching each phase 
independently. This section reviews the main existing approaches for network partition and describes our 
proposal for this WP. 

This task was first tested on a surrogate case study and then on the WP8 case study. The target number of 
partitions is established as 50 in order to keep a one-order-of-magnitude reduction in terms of number of 
nodes. 

First, copperplate and transmission-constrained simulations of the European power system allow 
identifying the most important congestions in the network for a wide set of possible evolutions of the 
system. These congested lines, together with flow controlling devices such as PSTs make up the critical 
branches, which are used as the key element in the reduction. Once this reduction based on critical 
branches has been performed, the result is a zonal system that approximates the behaviour of the 
complete, original nodal system. The zonal system is small enough to be tractable, but keeps a description 
of all the relevant congestion of the network thanks to its representation of critical branches. 

 

5.1. Existing approaches for network reduction 

Calculating a zonal equivalent network implies two differentiated steps. First, the nodes are assigned to 
zones by network partition. Then, the parameters that describe the corridors linking zones are calculated. 
Most of the references that deal with network partition use electrical distance to guide the process. The 
electrical distance between a pair of nodes in a network is defined as the equivalent impedance between 
them, i.e., the voltage drop between the nodes when a current of 1 A is transported through the network 
from one of the nodes to the other. This equivalent impedance is computed using the elements of the 
inverse of the admittance matrix, i.e., the      matrix (Haixia Wang, Rao Liu, Weidong Li, & Caihong Zhao, 
2009). The electrical distance     between nodes i and j is computed as follows: 

                                  (1) 

where the elements of the matrix       correspond to: 

                      (2) 

                  
  

         
 (3) 
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                   (4)

 
where R, X, G and B represent the resistance, reactance, conductance and susceptance of the 
corresponding lines, respectively. 

 

Figure 6. Calculation of the electrical distance between nodes i and j. The distance reflects the voltage drop 
between the nodes when a current of one unit is injected in one of the nodes and withdrawn in the other. 

 

Distances between pairs of nodes that are electrically connected by short, low reactance, lines are shorter 
than distances between nodes that are only connected indirectly through high equivalent impedances. It is 
important to note that it is necessary to include the conductances and susceptances of all system lines in 
the calculation in order to avoid having a singular, noninvertible, matrix      . 

Electrical distance is not the only distance measure we can use. When defining this measure, we can make 
other considerations, some of which are described below. Once this distance measure has been defined, 
we need to find the partition (that is, the assignment of nodes to zones) that minimizes the aggregate intra-
zonal distance and, in the cases where the number of zones has not been determined, maximizes the inter-
zonal one. Mixed-Integer Programming (MIP) can model this as an optimization problem. However, 
solution times can be unmanageable even for small-sized networks (Hamon, Shayesteh, Amelin, & Söder, 
2014), and, therefore, this technique is difficult to apply to real-size systems. Other approaches include the 
application of spectral partitioning (Hamon et al., 2014), a technique that is widely used in image 
segmentation. This method is based on the computation of the eigenvalues of the similarity matrix (which 
expresses the distance between variables). These eigenvalues are then used to reduce the dimensionality in 
the attributes before applying a clustering algorithm. Alternatively, other authors identify clusters of nodes 
based on electrical distance using classical clustering algorithms such as K-means or K-medoids (Cotilla-
Sanchez, Hines, Barrows, Blumsack, & Patel, 2013). This approach has the advantage of being efficient over 
large sets of data and constitutes the basis of the proposed technique. 

However, if network partition is established solely on the basis of electrical distance, all considerations 
other than network topology are disregarded. No information about the operation of the system, the 
placement of generation and demand, or the capacities of lines is taken into account. More importantly, 
there is no guarantee that frequently congested lines will not belong to the same partition, potentially 
leading the planning process to miss some important reinforcement needs. In addition, using electrical 
distance can sometimes result in partitions that are in conflict with the intuitions that TSOs can derive from 
geography alone. The approach we propose and implement in e-Highway2050 is based on combining the 
information contained in electrical and geographical distances calculated, and incorporating constraints 
related to the representation of critical branches in the reduced network model. In addition, we propose a 
heuristic algorithm that builds a partition that will be used as the starting point of the clustering algorithm. 
This initial partition has the added interest of showing the simplest partition that is able to maintain the 
explicit representation of all the transmission lines labelled as critical. 
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5.2. Identification of critical branches 

As mentioned above, the most relevant transmission lines for the operation of the system will be labelled 
as critical branches. In addition, some other critical branches will be identified by the analysis of operation 
scenario data. We propose several criteria for the identification of these branches: 

 Average flow above a threshold percentage of its capacity, which captures the utilization of a 
transmission line. Average absolute flow (that is, average flow as a percentage of capacity) captures 
concisely the utilization of a transmission line.  

 However, even if a line supports a high average flow, increasing its capacity will not generally result 
in operation savings unless the line is already congested. Therefore, we propose to use the 
proportion of operation hours where the line is congested as an indicator to complement average 
flow. If this proportion exceeds a certain threshold, the line is considered a critical branch. 

The economic impact of congestion in two different lines can be very different. In order to filter the 
congested branches with the highest economic consequences, we propose to analyze the marginal value of 
capacity and admittance in each line. Based on reference (Olmos, Rivier, & Cabezudo, 2013), the marginal 
value of a line can be calculated as: 

 If the line is congested, the absolute value of the nodal price difference between the extremes of 
the line weighted by duration. 

 If the line is not congested, the absolute nodal price difference scaled by the relative line flow (the 
flow divided by its capacity). 

Inspired by these definitions, we propose the following two indicators: 
 The value of the dual variable of the capacity limit constraints considered when solving the power 

flow, weighted across periods and scenarios. 
 The difference between the nodal prices at the extremes of the line weighted with the line flow 

across periods and scenarios. 

The indicators above have the advantage of incorporating the effect of both congestion and losses. A filter 
is first applied to remove very short lines from the critical branches selection. 

Once calculated in the case study, we found that there was a considerable overlap among indicators. The 
branches that are congested a large proportion of scenarios tend to have a high average relative flow and 
high congestion severity indicators. Even though the critical branches that were selected differ with the 
criterion, the problem areas they highlight are basically the same as shown in Figure 7. 
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Figure 7. Critical branches (represented in blue) according to the different criteria. 

 

5.3. Distance definition 

We propose to base network reduction on a composite distance that is calculated as a weighted average of 
several individual distances. In this way, we can incorporate additional considerations into the analysis. For 
instance, including geographical distance ensures that geographically compact partitions are favored. Other 
economic considerations can be taken into account in the definition as well, such as average Locational 
Marginal Prices (LMPs), so that nodes with similar prices have a higher probability of being clustered 
together. Alternatively, we can use Power Transfer Distribution Factors (PTDFs) with respect to critical 
branches, so that the nodes where a power injection or withdrawal has a similar effect on the flow in 
critical branches have a higher probability of being clustered together. Although other definitions, as seen 
above, are possible, in the case study we favor electrical distance combined with a geographical one. 
Electrical distance captures the structure of the network, while combining it with the geographical one 
ensures that geographically compact partitions are obtained. LMPs are to some extent considered in the 
definition of critical branches, given that frequently congested transmission lines related to relevant 
congestion from an economic point of view tend to have large differences between the LMPs of their 
extreme nodes, and, therefore, to be selected as critical branches. It is also important to note that only the 
highest voltage level in the network is taken into account in the partition mechanism, in this case 400 kV, to 
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avoid distorting the electrical distances. The remaining lower voltage nodes are assigned to the 
geographically closest partition. However, the nodal network should only contain 400kV nodes if it has 
been reduced following the method in Section 2. 

 

5.4. Initial network partition 

The heuristic algorithm builds an initial partition by starting with a single zone that is potentially split as 
many times as critical branches have been identified: 

 If both extremes of a critical branch belong to the same zone, this zone is split in two new zones. 
 The nodes that belong to the split zone are reassigned to the subzone, between the two created, 

that is closest to these nodes in terms of composite distance. 

This simple algorithm ensures that critical branches are represented explicitly in the partition and 
incorporates all the information that has been considered relevant for the composite distance calculation. 
This initial partition is subsequently refined by a clustering algorithm. 

The application of the initial network partition to the case study can be seen in Figure 8Figure 7. This initial 
partition needs only 24 zones in order to define all critical branches explicitly. 

 
Figure 8. Initial partition according to critical branches (thick, black lines). 

 

5.5. Refining the partition 

Most of the few works that tackle network partition explicitly apply K-means or K-medoids to cluster the 
nodes into zones according to electrical distance (Blumsack, Hines, Patel, Barrows, & Cotilla Sanchez, 2009; 
Cotilla-Sanchez et al., 2013). We use a modified version of K-medoids that avoids assigning both end nodes 
of a critical branch to the same zone. K-medoids refines the partition by applying the following steps 
iteratively (Hartigan & Wong, 1979): 

 The algorithm chooses a representative node for each zone, the medoid, which presents the lowest 
average distance to the rest of nodes within the zone. 
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 The algorithm updates the partition by assigning each node to the zone whose medoid is closest in 
terms of composite distance. This step has been modified with respect to classical implementations 
of K-medoids to guarantee that the end nodes of a critical branch are never assigned to the same 
zone. 

This is exactly equivalent to the better known K-means algorithm except in the selection of the 
representative node. In the case of K-means the representative is calculated as the mean of the nodes in 
the partition. On the contrary, K-medoids chooses the node with the lowest average distance to the 
remaining nodes in the partition. 

The medoids calculated in this way have the disadvantage of often being relatively small, not particularly 
remarkable nodes. 

Thus, we propose an alternative criterion for the definition of the final representative node of each zone: 
the most connected node. We define it as the node that has the highest connection capacity to the rest of 
the network. This guarantees that the representatives will be relatively important nodes in the network, 
such as large power plants or highly connected substations. In order to guarantee that the representative 
node of each zone is a central node with enough connections relatively to the others, another solution 
could be to weight these two criteria.  

The resulting partitions and the medoids are represented in Figure 9, Figure 10 and Figure 11. 

The starting partition is subsequently refined by the proposed modified K-medoids algorithm. In order to 
appreciate the impact of the definition of the composite distance, two partitions are provided below. 
Figure 9 corresponds to using the electrical distance, while Figure 10 uses a composite distance that is built 
as 50% electrical and 50% geographical distance. Although the differences are subtle, the second case 
avoids some of the problematic zone definitions that can arise if only electrical distance is used, where 
several zones overlap geographically. 

The connectivity map for the system is shown in Figure 11, where nodes are displayed with a size 
proportional to their connectivity. As can be seen, a large proportion of nodes have a relatively low 
connectivity to the rest of the network. The final result of the reduction is shown in Figure 12. This zonal 
network is now small enough to be tractable for network expansion planning purposes. 

 
Figure 9. Network reduction for the case study using 100% electrical distance. 
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Figure 10. Network reduction for the case study using a 50% electrical and 50% geographical distance. 

 

Figure 11. Connectivity map of the system. Nodes are given a size that is directly proportional to their 
connectivity. Colours were used for the sake of clarity. 
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Figure 12. Representation of the reduced network 

 

5.6. Calculation of network parameters 

Once the zones in the reduced (equivalent) network have been computed, we need to calculate the 
parameters that describe the corridors among them. These parameters are the equivalent reactances and 
physical capacities of the corridors of the reduced network. The objective is to compute a unique reduced 
equivalent network. Therefore, the parameters computed must be unique, that is, they must be 
independent of the operation situations. 

Classical network reduction techniques divide the network into internal buses and external buses. Among 
the internal buses, those of them that have branches connecting both external and internal buses are 
called boundary buses. Classical techniques assume that the internal network is known, the external 
network is remote and has a limited influence on the operation of the internal network and, finally, that the 
number of boundary buses is small compared to the number of internal buses. 

For this task, we follow an approach based on reference (Shi & Tylavsky, 2012), where the authors define 
inter-zonal corridors as the equivalents of the sets of lines connecting pairs of zones in the nodal network 
model. These inter-zonal corridors are both the critical and not critical braches previously used for the 
network reduction. 

The main idea followed to calculate the network parameters of the corridors is that inter-zonal flows in the 
reduced network must match the inter-zonal flows in the nodal network. Due to the different 
characteristics of the equivalent reactances and physical capacities of the corridors, we have employed two 
different methodologies to compute them. 

5.6.1. Methodology to compute network reactances of corridors 

The purpose of this sub-section is to describe the methodology employed to compute the reactances of the 
inter-zonal corridors in the reduced network. As previously mentioned, we followed the approach 
proposed in (Shi & Tylavsky, 2012). 

The authors in (Shi & Tylavsky, 2012) proposed to determine the reactances of the inter-zonal corridors so 
that the differences in the inter-zonal flows in the existing nodal network and in the reduced equivalent 
network are minimized, as expressed in equation (5). Contrary to what happens in other reduction 
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approaches, the proposed technique minimizes errors in inter-zonal flows for multiple scenarios 
simultaneously. Thus a single reactance is computed for all scenarios. 

           
            

      

  
                    

          (5) 

The reactances of the inter-zonal corridors can be calculated solving a system of linear equations that 
makes use of the PTDF matrix of the reduced network. Thus, the first step is to compute this PTDF matrix. 

The PTDF matrix of the zonal network,          , can be expressed as a function of the aggregate power 

injections in the zones,     
     , and the inter-zonal flows,       , which are both known from the nodal 

network. By operating these expressions, the PTDF matrix of the zonal network can be expressed as a 

function of the PTDF matrix of the nodal network (         ), the topology of the nodal network and the 
assignment of nodes to zones, as expressed in (6). 

                              
                 

       
  

      (6) 

where    is the matrix of correspondences of lines in the nodal network with the corridors in the reduced 

zonal network;   is the matrix of correspondence of nodes to zones and     
      are the nodal power 

injections in each node. 

The next step is to obtain the reactances that may reproduce, in the most accurate way, the PTDF matrix of 
the reduced network previously obtained. Equation (7) relates the reactances of the corridors with the 
PTDF of the zonal network. 

                
                            

               
  

    (7) 

where        are the reactances of the reduced zonal network and        is the zone-corridor incidence 
matrix, which only depends on the topology of the reduced network. Operating (7), we may obtain 
equations (8)-(9). 

 
  

 
   

          

   
     

   
  

 

          (8) 

   

                            

 

                            

         (9) 

where    is a          matrix with element in   position equal to one and the other elements equal to 

zero;    
      the power flow between zones   and  ;    

  is the average angular differences between the 

nodes in zones   and  ,   is the identity matrix and    are the column vectors that represent matrix       . 

Solving equation (8) the values of the reactances        of the interzonal-corridors are obtained. 

 

Illustration on a small test case: 9 nodes – 3 zones 

In order to illustrate the methodology developed to compute the equivalent reactances of corridors, a 
small test case will be used. A 9-Bus power system will be reduced to an equivalent 3-Zone power system. 
The schematic representation of the power system and the reduced network that would be obtained are 
displayed in Figure 13. Network data of the test case is indicated in Table VII. 
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Table IV – 9-Bus network data 

Line Reactance 
[p.u.] 

Capacity 
[MW] 

1-2 0.0580 500.00 

1-4 0.0400 500.00 

2-3 0.0340 150.00 

2-4 0.0800 500.00 

2-5 0.0400 150.00 

2-6 0.0400 100.00 

3-5 0.0200 500.00 

3-8 0.0800 500.00 

4-6 0.0200 100.00 

5-6 0.0200 100.00 

5-8 0.0800 500.00 

6-7 0.1200 500.00 

6-9 0.0400 500.00 

7-9 0.0400 500.00 

  

  

Figure 13. 9-Bus schematic representation and 3-Zone equivalent network. 

The equivalent reactances obtained using the methodology explained in this section are indicated in Table 
V. It is remarkable to see that the power flows obtained using the zonal network (with the equivalent 
reactances previously computed) are equal to the inter-zonal power flows of the nodal network, which was 
the objective of the methodology. It is also interesting to see that the corridor B-C, which is only composed 
of line 5-6, has an equivalent reactance (0.0267 p.u.) different to this line (0.0200 p.u.). This happens 
because for computing the equivalent reactance of the corridors, the methodology also considers the 
reactances of the inter-zonal lines. 

 

Zone A 

Zone B 

Zone C 
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Table V – Inter-zonal corridors with their equivalent reactances and the inter-zonal power flows obtained 
using the nodal network and the equivalent network. 

Corridor Reactance 
[p.u.] 

Inter-zonal flows obtained 
using nodal reactances 

[MW] 

Inter-zonal flows obtained 
using equivalent reactances 

[MW] 

A-B 0.0179 -111 -111 

A-C 0.0216 -17 -17 

B-C 0.0267 60 60 

 

5.6.2. Methodology to compute equivalent physical capacities of corridors 

The purpose of this sub-section is to describe the methodology employed to compute the equivalent 
physical capacities of the inter-zonal corridors in the reduced network. Due to the lack of references, we 
have developed a method with this specific purpose. The main idea is that capacities of inter-zonal 
corridors in the reduced network must allow the maximum transfer of power among zones that may occur 
in the existing nodal network. In other words, the capacities of the inter-zonal corridors must permit all the 
inter-zonal flows that may occur in the nodal network.  

In the case of a nodal network (Figure 14), the physical capacity between two connected nodes is normally 
the thermal limit of the line connecting them. If we consider that the parallel lines between N2 and N3 are 
identical (      and      ), the equivalent physical capacity between them is the sum of the thermal 
limits:   

      . If we now consider a more general case where the parallel lines have different reactances 
and thermal limits (      ), the equivalent physical capacity between N2 and N3 is calculated so that it 
allows the maximum possible flow between N2 and N3: 

 If          , then    
         

  
  

   

 If          , then    
         

  
  

   

Thus, the equivalent physical capacity between N2 and N3 depends on the characteristics of the lines 
connecting them. 

 
Figure 14. Calculation of corridor equivalent capacities in a nodal network (where Ci  are the thermal limits) 

However, the case of an equivalent network is more complicated. The sum of the capacities of lines 
connecting two zones gives a maximum bound of the equivalent inter-zonal physical capacity, but this 
strategy does not consider the phenomena of potential uneven loads of the different lines at the interface 
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(due to clustering, lines start and end at different substations, see Figure 15) and thus cannot be applied 
without resulting in a possible overestimation of the equivalent capacities. Moreover, there is no guarantee 
that the maximum transfer capacity of an inter-zonal corridor is the same in both directions (    
and    ).  

Another point that should be kept in mind is whether or not N-1 system reliability should be considered 
while computing the equivalent physical capacities, i.e. if the impact of a line outage on a line should be 
taken into account in the calculation. In the WP8 methodology, it has been chosen to ensure N-1 system 
reliability at the nodal expansion step, but not in the former steps (see D8.10 “High-level definition of a 
new methodology for long-term grid planning”). Thus, N-1 contingencies are not considered at the zonal 
level. 

 
Figure 15. Illustration of an equivalent network from a nodal one 

The proposed method is one alternative among others that adapts better to the requirements of the 
overall methodology. However, if another method would appear to have proven better properties, it would 
be very easy to switch to this method, without impacting the rest of the methodology. 

 

Compute maximum physical capacity for each inter-zonal corridor 

The maximum physical capacity for a given inter-zonal corridor reflects the maximum power that may be 
transfered through the corridor while respecting each thermal limit of each tie line composing the inter-
zonal corridor. In order to compute it, several operation situations were considered, which are meant to 
represent a variety of stressed operation situations in the system. Snapshots are selected over all the 
simulated DCOPFs (all scenarios, time horizons and Monte-Carlo years) and correspond to operation 
situations where tie lines between zones are constrained. 

Using these snapshots as the base cases, we simulate the increase of transfer of power between each pair 
of zones over the selected snapshots until reaching a limit on a line connecting both zones, as depicted in 
Figure 16. Maximum transfer of power among zones A and B in the nodal network. For this purpose, we use 
the nodal PTDF matrix and increase homothetically generation and demand of the nodes in the exporting 
and importing zones until a nodal network limit is reached in the inter-zonal corridor.  

In the following paragraphs, we consider that zone   is the exporting zone and   is the set of nodes within 
this zone (i.e. exporting nodes), while zone   is the importing zone and   is the set of nodes within this zone 
(i.e. importing nodes). We define           the set of tie lines composing the inter-zonal corridor 
between zones   and  . 



D8.3a  – Enhanced methodology to define optimal grid architectures for 2050 
 

 Page 33 

 

 
Figure 16. Maximum transfer of power among zones A and B in the nodal network 

 

The optimization problem presented in (10)-(17) is used to modify the base case, snapshot  , and increase 
the transfer of power between two zones (  to  ) until a limit is reached on a tie line composing the inter-
zonal corridor between   and  . Then, the resulting power flow      on this corridor is calculated using 
the zonal       matrix (previously computed) and the aggregated injections obtained in the optimization 
problem. This      flow is kept and compared to the ones obtained from the other base cases: the 
equivalent      physical capacity corresponds to the maximum inter-zonal flow. 
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where      
 

 is the increase in power production in node   ;     
 

 is the increase in the power 

consumption in node   ;   and   are the set of nodes labelled as exporting and importing nodes, 
respectively;        

  is the power injection resulting when adding the increase in the power production and 

consumption in node   ;        
  is the current power injection in node    in snapshot  ;         

  is the 

power flow through line  , connecting nodes   and  ;       
       is the thermal limit of line  ;          

   is the 

element located in row       and column    of the           matrix;     
  is the power production in 

node    in snapshot   and    
  is the power consumption in node    in snapshot  . 

Equation (10) is the objective function of the optimization problem, which maximizes the increase in power 
production over the exporting nodes, i.e. in zone   (and therefore, the increase in power consumption over 
the importing zones, i.e. in zone  , as indicated in (11)). Equation (11) indicates that the increase in power 
production over the exporting nodes must be equal to the increase in the power consumption over the 

Zone A

Zone BGen

Dem

Zone C

Zone A

Zone BGen

Dem

Zone C
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importing nodes. Equation (12) defines the new power injection in each node as the power injection in the 
base case adding the increase in power production and subtracting the increase in power consumption. 
Equations (13)-(14) are the upper and lower bounds of the power flow through each line       composing 
the inter-zonal corridor between zones   and  , and equation (15) defines the power flow of each line       
of the nodal network based on the       matrix and power injection in each node of the network. 
Equations (16)-(17) defines the increase in power production/consumption of each exporting/importing 
node as proportional to the power production/consumption of these nodes in the base case. In the 
exporting zone, we compute the percentage of the total power production in the zone that corresponds to 

every node that is producing power (
    

 

     
 

  
 ) and, similarly, we compute the percentage of the total 

power consumption in the zone that corresponds to every node that is consuming power (
   

 

    
 

  
 ). 

The increase of generation and demand in these nodes is done homothetically to these percentages, while 
the remaining nodes in the network are not able to increase generation or consumption. 

 

Using this formulation, the computation of the physical capacity of an inter-zonal corridor is only affected 
by inter-zonal constraints of tie lines composing the considered corridor (equations (13)-(14)). Indeed, we 
do not want intra-zonal congestions to size the maximum inter-zonal physical capacities: these intra-zonal 
congestions will be solved later in the nodal expansion (see Section 6). It can be noted that if critical 
branches are well selected, intra-zonal physical capacities should not be limiting. Moreover, we do not 
want congestions on inter-zonal lines which do not directly connect zones   and   to size the     inter-
zonal corridor capacity. This would underestimate the physical capacity between zones   and   in the 
zonal expansion, and may lead to over investments (see small example at the beginning of this section). 
Considering thermal limits only on tie lines between the considered pair of zones makes sense since the 
thermal limits of lines between other zones will be embedded in their equivalent physical capacities 
computations.  

The optimization problem presented in (10)-(17) is repeated for every pair of zones connected by a corridor 
in the reduced network and in the two different directions for each base case snapshot. 

Once the optimization problem has been solved for a transfer of power from    to   and for snapshot  , 
the resulting     maximum flow on the corridor is calculated using the zonal       matrix and the 
aggregated nodal injections in each zone   and   (equation (18)): 

                  
       

 
            (18) 

where          
  is the element located in row       and column   of the zonal      matrix;       

  is the 

sum of nodal power injections obtained in zone  . 

The equivalent zonal network model is used to compute the inter-zonal flows to be coherent with the 
reactances previously computed. The other inter-zonal flows are calculated in the same way for this set of 
injections: this is done only if the maximum capacities of tie lines connecting the zones are not violated 
(only capacities of lines from   to   are considered in this problem). This problem is run again for all the 
snapshots and every pair of zones in both directions. Finally, for each snapshot, we have several values of 
the flow over the     inter-zonal corridor: one value from the maximisation of the transfer of power 
from   to  , and values from the maximisation of transfer of power between other zones where     tie 
lines capacities are not violated. The     equivalent physical capacity corresponds to the maximum of 
these     flows over all these values and all the snapshots. 

As the flow on each line connecting zones   and   is lower than its thermal limit, the obtained   
  equivalent physical capacity is lower than the sum of thermal limits of lines connecting   and  : 
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                              (20) 

 

Illustration on a small test case: 9 nodes – 3 zones 

In order to illustrate the methodology developed to compute the equivalent capacities of corridors, the 
same small test case previously employed will be used. The equivalent physical capacities obtained are 
stated in Table VI. 
 

Table VI – Equivalent physical capacities [MW] of the corridors computed using different methods. 

Corridor Considering all 
network limits 

Considering only 
inter-zonal network 

limits 

Considering only 
limits of lines in the 

corridor 

Sum of thermal 
limits of the inter-

zonal lines 

A-B 293 293 300 300 

A-C 182 182 200 200 

B-C 100 100 100 100 

 
In the first two cases, there is a risk of under-estimating the equivalent inter-zonal physical capacities, as 
intra-zonal limits and all inter-zonal limits are considered. The method we implemented corresponds to the 
third case, where only limits of tie lines connecting the two zones under study are taken into account. We 
can note that values obtained with the 3 first methods are lower or equal to the sum of thermal limits of 
inter-zonal lines, which corresponds to an upper bound of the equivalent physical capacities. 
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6. Task 8.3.6: Grid expansion at nodal level 

The expansion at zonal level gives a solution in the form of equivalent physical capacities and reactances 
between zones for each scenario and time horizon. This is not a directly implementable expansion plan, 
which needs specific transmission lines with their corresponding end nodes, voltage levels and cable types. 
Therefore, one of the tasks in the proposed methodology is precisely the obtention of the nodal plan for 
the two first time horizons (2025 and 2030), for which there is a common zonal expansion plan for all 
scenarios. 

However, the complexities of the power system make it impossible to translate the resulting zonal 
expansion into an equivalent nodal expansion with identical results for system operation. This task aims as 
matching them as accurately as possible. 

 

 
Figure 17. Representation of the expanded network solutions. 

 

We propose to articulate the transcription in two steps: 
- First, we identify the most relevant transmission lines that will be considered candidates in the 

expansion. 
- Then, we solve the nodal transmission expansion planning problem to select the optimal lines, 

taking into account investment and operation cost. This optimization is performed using TEPES 
(Transmission Expansion Planning for an Electrical System), a model developed by Comillas. 

The obtained nodal expansion plans should ensure system reliability (N-1) taking into account all possible 
flexible devices, while N-1 contingencies were not considered in the former steps.  

We detail this two phases in the rest of this section. 

 

6.1. Identification of candidate investments 

As in the zonal model, the combinatorial nature of the TEP problem makes it impossible to take into 
account all possible transmission investments. In the zonal problem, the consideration of the different time 
horizons gave rise to a dynamic problem. In the case of nodal expansion, the time complexity of the 
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problem is smaller, but the network complexity is much larger as it should consider all specific nodes. The 
total possible number of lines would be defined by the total number of pairs of nodes in the network and 
the available cable types. As they are too many to be considered in the optimization problem, it is 
necessary to focus on the most attractive candidate investments.  

We propose to use the candidate proposal mechanism that was presented in (Lumbreras, Ramos, & 
Sánchez, 2014). This method is based on assessing the potential benefits that are brought by each 
candidate line. These are approximated as the congestion rent that would be perceived by the transmission 
line in a hypothetical case where its inclusion did not produce any modifications on system operation. This 
approximation will generally be higher than the real impact of the line as the nodal prices at the extremes 
of the transmission line will tend to be closer once a line between them has been installed. 

We can use this upper bound on the potential benefits of the transmission line to select the most promising 
candidates. Subsequently, the optimization will select, from those promising candidates, which ones should 
be installed in the optimal solution. 

The upper bound on congestion rent is calculated as: 

                                    (18) 

where: 

    : potential benefit of installing a line [M€]. 

      : rated power of the line [MW], 

    : duration of period p  [h] 

   : nodal price at node i  during period p  [h] 

An alternative, more accurate calculation of the potential benefit, if a DCLF is used to model system 
operation can be obtained from the angle difference and the reactance of the circuit: 

                     
         

   
        (19) 

where: 

   : voltage angle at node i  during period p  [p.u.] 

   : rated power of the line [MW], 

Once we have calculated the potential benefits, we can identify the promising candidate lines as the ones 
where the ratio between potential benefits and investment cost is higher than one: 

        
    

    
            (20) 

The investment cost of lines is calculated as the product of line cost per km and the distance between its 
extremes: 

                      
 (21) 

where: 

   : cost of a cable type [M€/km], 

    : distance between line extremes [km], which can be adjusted to take into account factors other than 

geographical distance. 

More details on this automatic candidate discovery method can be found in (Lumbreras et al., 2014). 
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6.2. Grid expansion 

Grid expansion must, at the nodal level, select the transmission lines that should be a part of the optimal 
nodal expansion plan. As explained above, we propose to use the model TEPES (Transmission Expansion 
Planning for an Electric System), developed by Comillas. A more detailed description of TEPES can be found 
in reference (Lumbreras & Ramos, 2013). 

TEPES is a tool for dynamic tactical transmission expansion planning that decides the new transmission 
investments (lines, transformers, PSTs) to install in the network. Depending on a user-specified choice, 
continuous or discrete investments can be used. TEPES is based on stochastic optimization, that is, it finds 
the expansion plan with the best expected behaviour across the scenarios considered. These scenarios can 
have different values for demand, renewable generation, fuel or emission costs. 

This section presents a stylized version of the formulation of the problem as it is solved in TEPES. For the 
sake of simplicity, the formulation refers to only one operation situation (snapshot), when actually the 
model works with average values across scenarios. 

First, the base, pre-existing version of TEPES is described. Then, the adjustments that were introduced into 
the basic model to make it consistent with WP8 are described. TEPES formulates TEP as a Mixed Integer 
Programming (MIP) problem which minimizes the sum of investment and operation costs, subject to the 
first and second Kirchhoff’s laws and respecting the maximum generation limits and transfer capacities in 
the system. Power flow calculations are implemented using a DCLF or a transportation model. Losses are 
approximated, either as a piecewise linear function of the angular difference of the line extremes or as a 
fixed proportion of the line flow. 

 

6.2.1. Notation 

Upper-case symbols denote parameters and sets. Lower-case symbols indicate variables and indices. 

Indices 

 ,  : nodes 

  : time period or horizon 

  : segments of the piecewise linear approximation of the ohmic losses 

  : set of nodes 

 ,  : set of existing and candidate lines respectively 

Parameters 

  ,  ,  ,   : weights of each component of the objective function [p.u.] 

    : investment cost of a candidate line [€/MW] 

     : cost of Energy Not Served (ENS) [€/MWh] 

    : generation operation cost at a given node   [€/MWh] 

    : demand at a given node during a period    [MW] 

    : duration of period    [h] 
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      ,    ,        : limits to transfer capacity and generation respectively [MW] 

       : big-M parameter used to enforce disjunctive constraints [MW] 

   ,    : resistance and reactance of each line [p.u.] 

  : base power [MW] 

    ,     : slope and width of the segments   of the piecewise linear approximation of line    losses 

(computed by the model) [MW] [p.u.] 

Variables 

   : investment decisions where a value of 1 represents the installation of a given candidate line which 

connects nodes   and   where          and            

    : flow between nodes   and   through either existing or candidate lines during period   [MW] 

    : half ohmic losses in each line between nodes   and   during period   [MW] 

   : generated power at node   during period   [MW] 

     : ENS at a given node   during period   [MW] 

   : voltage angle at node   during period   [p.u.] 

      
 ,       

 : use of each segment of the piecewise linear approximation of losses [p.u.] 

 

6.2.2. General TEP Model 

The objective function adds investment cost, operation cost, generation reliability cost, and transmission 
reliability cost for the scope of the model. 

 
                                     (22) 

Transmission investment cost: 

 
                          

 (23) 

Generation operation cost: 

 
                                        

    
 (24) 

Generation reliability cost (for each N-1 generation contingency) 

 
                          

       
 (25) 

Transmission reliability cost (for each N-1 transmission contingency) 

 
                                  (26) 

Balance of generation and demand for each node incorporating ohmic losses 

 
                                           

   
   

    
 (27)

 

TEPES approximates ohmic losses piecewise linearly as a function of the angular difference if the line 
satisfies a DCLF or as a proportion of the flow if it does not: 

 
        

   

   
     

              
        

     
   
   

     
 (28) 
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          (29) 

Second Kirchhoff’s law for existing and candidate transmission lines 

 
              

  

   
               

       
 (30) 

 
               

  

   
                                 

     
 (31) 

where           is a big-M parameter that is necessary to enforce disjunctive constraints established by running 

a shortest path problem for each pair of nodes. This is described in (S. Binato et al., 2001). 

The second Kirchhoff’s law is only met for the candidate lines only if the line is installed,      . 

Otherwise, the equation should be relaxed. 

Transfer capacity in existing and candidate transmission lines 

 
                            

                   ,           
        

 (32) 

The relationship between the voltage angle difference at the extremes of the line and the use of a segment 
of the piecewise linear approximation is calculated in one of two different ways. The first equation is used if 
the line satisfies a DCLF. The second one is the appropriate one if losses are proportional to the flow: 

 
                

        
                   (33) 

 

    

       
         

        
                    (34) 

Maximum and minimum generation constraints: 

 
                 ,      

 
             ,     

         
 (35) 

Bounds on the use of each segment of the piecewise linear losses approximation 

 
        

        
                

       
 (36) 

This stylized version of the model is not exhaustive. TEPES includes also some other constraints, such as the 
logical relationships between commitment, start-up and shutdown decisions for subsequent snapshots. 
Unit commitments are represented using relaxed binary variables. It is possible to establish a specific 
reserve margin required for the snapshot with maximum demand. Flow exchange constraints between 
areas or zones can be established. Any flows in excess of these constraints are penalized. In a similar way, 
maximum and minimum power requirements can be established by each area and technology. These 
constraints are formulated, in a general way, as: 

 
          

                       
 

      
 (37) 

where 

         : maximum and minimum limits to the power generated by a set of generators [MW]. The set of 

generators can be specified by location and technology, for instance. 

      : penalty applied to an area and technology. 

The sum of the penalties is introduced in the objective function. 

 
             

        
 

           
        

 
       

 (38) 
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Where: 

       
          

 : are the penalties imposed to each deviation from the minimum and maximum energy 

requirements. 

 

6.2.3. Model Structure 

TEPES is built as a two-stage stochastic optimization problem. The first stage determines investments and 
the second stage describes system operation. Two types of second-stage scenarios are considered. 
Operation scenarios incorporate a stochastic description of demand and hydro inflows. Reliability scenarios 
describe contingencies in transmission lines. 

TEPES is implemented in GAMS 24.2.3 and is solved with GUROBI. The interface receives data and provides 
results in Microsoft Excel spreadsheets. In addition, the tool is integrated with Google Earth to provide easy 
visual inspection of results. The model has been executed in an Intel Xeon X5570 2.93 GHz computer with 
12 GB RAM running Microsoft Windows Server 2008 64 bits. 

 

6.2.4. Using TEPES to build a nodal grid architecture consistent with the 
modular expansion plan 

TEPES could be used on the nodal grid directly to find a nodal architecture for the two first horizons. 
However, the proposed expansion plan would not be necessarily consistent with the modular development 
plan determined for the full planning scope. Therefore, TEPES is adjusted so that it takes the modular 
expansion plan as an input, with its resulting inter-zonal capacities, reactances and the zonal injections 
corresponding to the set of selected snapshots. 

We propose to match the increases in inter-zone capacities determined in the zonal expansion at minimum 
expansion cost. 

 
Figure 18. The objective of nodal expansion planning is to match the inter-zone capacities 

In order to do this, the basic structure of TEPES has been modified. These modifications are detailed in the 
rest of this section. 

We match the increases in inter-zone capacities in the zonal network 
within nodal expansion plans. 
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Consistent definition of the objective function 

The objective function that guides the zonal expansion is the minimization of the sum of investment cost 
and a function that penalizes the differences in the injections in the network-constrained model (by node 
and technology) with respect to the corresponding copperplate injections. We propose to adapt the 
objective function considered in TEPES to make it consistent with this one. This is achieved by defining the 
copperplate injections as a constraint for each set of generators by node and injection type (i.e. 
technology). 

 
                       

 (39) 

where  

       copperplate injection for a given node and injection type. The generators belonging to that node 

and injection type are identified as the set I . 

In addition, the parameters that define the additional objectives in the objective function are made equal 
to zero: 

 
       

         
  (40) 

These changes make the objective function be composed of the investment cost of cables and the 
penalization of the deviation from the power injections in the copperplate model (we use the same costs 
than the ones from DCOPF). 

These costs are calculated over the same snapshots selected for the zonal expansion planning (see D8.4.a 
“Enhanced methodology to define the optimal modular plan”). 

 

Enforcement of modular expansion plan 

The nodal grid expansion must approximate as closely as possible the final capacities determined in the 
zonal expansion. The nodal expansion plan is composed of two types of transmission lines: the transmission 
lines that link two different zones and the ones that belong inside a zone. Both of them are considered by 
TEPES, as it deals with the nodal grid. The zonal plan establishes the final inter-zonal capacities. They are 
enforced by introducing the constraints: 

 
             

   
                

      
  (41) 

where 

  : pairs of zones. The nodes belonging to a given zone are denoted as        . 

     : final inter-zonal capacity determined in the modular expansion plan for each pair of zones. 

Meeting these minimum inter-zonal capacity constraints is a necessary condition to follow the outcome of 
the zonal plan. As investment cost is weighted in the objective function, these will be met at minimum cost. 

The zonal plan does not give any information about internal reinforcements. They are left to the discretion 
of the nodal expansion entirely and will be chosen to minimize total costs. 
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Figure 19. Representation of the reduced network 

 

Consideration of different technologies and cable types 

TEPES can consider several voltage levels and transmission technologies directly. We use them to define 
the following types of transmission investment: 

- HVAC transmission lines abide Kirchhoff’s First and Second Laws. 
- HVDC transmission lines abide only Kirchhoff’s First Law. In the model, the constraints that enforce 

the Second Law only applies if the transmission line is labelled as an AC line. 
- If an HVAC transmission line of higher voltage than the current voltage of the nodes is installed, the 

cost of a transformer to elevate the voltage at both ends of the line is taken into account. 
- If an HVDC line is installed, the model includes also the cost of the converter stations at both ends 

of the line. 
- If a PST is installed, the model assumes that line capacity of the line stays the same and Kirchhoff’s 

Second Law is relaxed. This is considered a sufficiently good approximation of the PST behaviour for 
the purposes of transmission expansion. 

 

Reliability considerations 

TEPES can consider reliability as a partial objective. This is carried out by including stochastic scenarios that 
describe either generation or transmission contingencies. However, given the size of the nodal network, 
the consideration of the full set of contingencies is not possible. Therefore, we propose the following: 

- Particularly important elements, such as HVDC lines, are considered explicitly. 
- The reliability of other transmission lines is considered implicitly by means of imposing redundancy 

constraints to the transmission lines added to the grid. This redundancy is established to limit the 
capacity that is lost if one line fails, and follows the heuristic defined in reference (McCalley, 
Aliprantis, D., Dobson, A., Li, & Villegas, 2013). 
 

This heuristic assumes that there is a pre-existing line of capacity   .The expansion plan will add n  new 
lines of capacity  . Because of reliability reasons, the flow is limited to a maximum proportion of capacity,

  . 

 
                         

 (42) 

Zone 
1 Zone 

2 

The sum of the installed capacities in the nodal network 
matches as closely as possible the installed inter-zone 
capacity 

Internal 
reinforcements are 
installed in order to 
allow meeting 
objectives at 
minimum cost 
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   (43) 

According to reference (McCalley et al., 2013), investment economics can be attractive if total new capacity 
is significant relative to the existing capacity. Operational economics can be attractive if we can use a 
significant percentage of the total capacity. 

-     or     does not give a good ratio for    
 , unless    is very small. 

-     enables to build lines with 100% of the existing capacity while using 75% of the total 
capacity. 

-     can be used for a higher proportion. 

We can use the table below for determining the most appropriate overlays depending on the proportion of 
flow that we consider. 

 
Table VII – Maximum proportion between the capacity of the reinforcements and the original one 

depending on the proportion of flow allowed and the number of corridors added. 

    Maximum    
  

0,7 1 0,429 

0,7 2 0,75 

0,7 3 3 

0,75 1 0,33 

0,75 2 0,5 

0,75 3 1 

0,8 1 0,25 

0,8 2 0,33 

0,8 3 0,5 

0,9 1 0,111 

0,9 2 0,125 

0,9 3 0,143 

This heuristic is implemented in TEPES in order to determine the most suitable reinforcements for existing 
corridors. 

 

Figure 20 shows the results obtained with TEPES. It returns a map with the proposed network expansions.  
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Figure 20. Representation of an example expansion plan obtained with TEPES 
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8. Appendix A: Existing TEP approaches 

This section describes the main TEP approaches existing both in literature and in current practice. As a 
result of its importance, this problem has been studied extensively in both practical and academic contexts 
(G. Latorre, Cruz, Areiza, & Villegas, 2003). This has resulted in the application of a wide array of solution 
methodologies with varying levels of technical soundness and applicability to large-scale cases. These 
techniques can be classified in two main families: 

Automatic methodologies rely on an agreed set of optimization criteria (for instance, the ones defined in 
WP2 or WP6) or expansion rules with no further requirement for human intervention. Within automatic 
methodologies, two types of methods should be distinguished: 
 Optimization methods provide with the best possible (or quasi-optimal) expansion plans according to 

the established criteria. 
 Intelligent search based on heuristic rules applies some pre-determined actions in order to improve the 

existing network. This approach cannot guarantee optimality. 

Iterative search techniques seek a suitable expansion plan by recurrently combining information from two 
different modules: 
 A planning module (or network module, according to the terminology adopted in e-Highway2050) 

proposes investments using available technical and economic power system information. Proposals are 
usually selected by planners who have expert knowledge on the system, such as the relevant TSO.  

 An operation module (market module) recalculates the operation of the system and computes 
technical-economic indicators to be subsequently input into the planning module. This operation model 
may or not include the specific analysis of extreme events or reliability scenarios. Indicators produced 
in the operation module should be relevant for the computation of the required network 
reinforcements and may include the set of potential investments to be analysed by the planning 
module at a later stage.  

In addition, the selected methodology must be able to accommodate the modelling characteristics that 
have been regarded as relevant by the planner, such as the technical expansion options available or the 
appropriate description of uncertainty. 

The potential techniques offer different trade-offs in terms of optimality of the expansion plan and ability 
to cope with large systems or high levels of modelling detail. This document reviews their main 
characteristics as well as the cases where their application would be most suitable. This report is organized 
as follows. First, automatic methodologies are described, classifying them into optimization methods and 
intelligent search techniques. Then, iterative search methods are discussed. Finally, some considerations on 
the treatment of different technological options and the incorporation of uncertainty are presented. 

 

8.1. Automatic transmission expansion planning approaches 

Automatic approaches are able to provide with an optimal or quasi-optimal expansion plans without any 
need for intervention from the planner once the problem has been defined. This definition includes system 
data and the agreed set of rules or optimization criteria. This results in objectively defined expansion plans 
that are, in the case of classical optimization, optimal. This provides a significant advantage if the system 
under study is large or the available expertise on the system is limited so that iterative approaches could 
result in considerably suboptimal solutions. This automatic approach can be especially useful in the case of 
large-scale systems where system-wide expert knowledge is limited, such as the European case. 
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The most relevant solution techniques within the automatic methodologies context are presented in this 
section. 

 

8.1.1. Optimization of the expansion of the grid 

Optimization methods use a dedicated tool to propose the best possible expansion plan according to a set 
of agreed criteria. This typically involves maximizing total welfare or, equivalently, minimizing total system 
costs. 

This methodology is suitable to deal with the medium and long-term planning of systems of all sizes. 
However, system operation must usually be described in a simplified way in order to keep the problem 
computationally tractable. For instance, technical constraints such as voltage limitations, dynamic stability 
conditions or maximum short circuit currents are generally not included in the optimization model. 

This implies that the feasibility of the optimal plan should be assessed at a subsequent stage using a 
separate grid analysis tool. If the infeasibilities detected are local and limited, changes to the expansion 
plan can be proposed, probably in an automated way. Otherwise, it is possible to use the identified 
problems to define new constraints that will be added to the optimization problem. In the latter case, the 
process of search for the optimal network architecture would not be fully automatic. 

Several alternative techniques can be identified within the optimization context. 

Classical methods 

Classical methods are the only ones able to provide an optimality guarantee on the solution. This is, it is 
possible to use the method to find a solution that is either optimal or within a tolerance distance from the 
optimal one. Different techniques are available. 

Linear programming applies very efficient algorithms to solve the problem in affordable times. This option 
has been widely used in the academic literature (Chanda & Bhattacharjee, 1994; Feintuch, 1983; Garver, 
1970; Meza, Yildirim, & Masud, 2007; Villasana, Garver, & Salon, 1985). This method requires the 
description of the system to be linear, which implies using either a transportation model or a DCPF for 
system operation (no consideration of reactive power and voltage constraints, neither of the true nonlinear 
function of network losses) and ignoring the discrete nature of network investments. However, using a 
simplified model has the advantage of being able to cope with very large systems and number of scenarios. 

Quadratic programming is generally used to add a quadratic approximation of losses to a linear system 
operation model (J. O. G. Tande, M. Korpås, L. Warland, K. Uhlen, F. Van Hulle, 2008). 

Mixed Integer Programming (MIP) and Mixed Integer Quadratic Programming (MIQP) acknowledge the 
integrality of network investments (i.e., a corridor can be installed or not, but there are no intermediate 
stages in between). Current powerful algorithms can be applied to solve the problem. This is also a very 
popular choice in the academic literature, (Alvarez, Ponnambalam, & Quintana, 2006; Bahiense, Oliveira, 
Pereira, & Granville, 2001; S. Binato, Pereira, & Granville, 2001; Bulent Tor, Nezih Guven, & Shahidehpour, 
2008; Carrión, Arroyo, & Alguacil, 2007; de la Torre, Conejo, & Contreras, 2008; Garcés & Molinas, 2009; 
Garzillo et al., 2010; Gorenstin, Campodonico, Costa, & Pereira, 1993; Haffner, Monticelli, Garcia, 
Mantovani, & Romero, 2000; Infanger, 1992; Kagan & Adams, 1990; G. Latorre, Ramos, Pérez-Arriaga, 
Alonso, & Sáiz, 1991; C. W. Lee, Ng, & Zhong, 2007; S. T. Y. Lee, Hicks, & Hnyilicza, 1974; Oh & Short, 2009; 
Oliveira, Costa, & Binato, 1995; Oliveira, Binato, & Pereira, 2007; Pereira, Pinto, Cunha, & Oliveira, 1985; 
Romero & Monticelli, 1994a; Romero & Monticelli, 1994b; Seifu, Salon, & List, 1989; Sharifnia & Aashtiani, 
1985; Tsamasphyrou, Renaud, & Carpentier, 1999; Vinasco, Rider, & Romero, 2011). 
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If a linear operation model is not deemed appropriate, an ACPF can be implemented using Nonlinear 
Programming (NLP) or Mixed Integer Nonlinear Programming (MINLP) (Alseddiqui & Thomas, 2006; Marin 
& Salmeron, 1998; Meliopoulos, Webb, Bennon, & Juves, 1982; Moghaddam, Abdi, & Javidi, 2006; Siddiqi & 
Baughman, 1995; Youssef & Hackam, 1989). However, implementations of these methods usually require 
very long computation times and can be unable to deal with large problem sizes due to the lack of powerful 
nonlinear optimization solvers. 

Stochastic decomposition techniques, such as Benders’ decomposition, can be interestingly applied in 
order to efficiently deal with large sets of uncertain scenarios (Akbari, Zolfaghari, & Kazemi, 2009; S. Binato 
et al., 2001; Bulent Tor et al., 2008; Haffner et al., 2000; Infanger, 1992; Kagan & Adams, 1990; G. Latorre et 
al., 1991; Latorre-Bayona & Perez-Arriaga, 1994; Marin & Salmeron, 1998; Oliveira et al., 1995; Pereira et 
al., 1985; Romero & Monticelli, 1994b; Siddiqi & Baughman, 1995; Tsamasphyrou et al., 1999). 

Non-classical optimization methods 

Non-classical methods are generally able to deal with large problem sizes and varying levels of modeling 
detail in affordable computation times. The methods guarantee that the obtained expansion plan will 
progressively approach the optimal solution. However, bounds on the distance to the optimal solution 
cannot generally be provided. 

The most commonly used non-classical methods include Genetic Algorithms (A. M. L. da Silva, Rezende, 
Manso, & Anders, 2010; Maghouli, Hosseini, Buygi, & Shahidehpour, 2009; Miranda & Proenca, 1998b; 
Moeini-Aghtaie, Abbaspour, & Fotuhi-Firuzabad, 2012a; Moeini-Aghtaie, Abbaspour, & Fotuhi-Firuzabad, 
2012b; Peco, Sanchez-Ubeda, & Gomez, 1999; Rudnick, Palma, Cura, & Silva, 1996; Silva, Rider, Romero, & 
Murari, 2006; Xu, Dong, & Wong, 2006; Yoshimoto, Yasuda, & Yokoyama, 1995), (which emulate the 
dynamics of natural selection), Simulated Annealing (which mirrors the thermodynamical process of a 
slowly cooling system) (Braga & Saraiva, 2005; Braga & Saraiva, 2005; Gallego, Alves, Monticelli, & Romero, 
1997; Romero, Gallego, & Monticelli, 1995) or Swarm Intelligence (Costeira & Saraiva, ; Jun Hua Zhao, 
Foster, Zhao Yang Dong, & Kit Po Wong, 2011). 

 

8.1.2. Automatic search for a plan based on the application of heuristic rules 

This approach relies on a set of pre-defined rules that will be applied by a dedicated planning tool to 
generate a suitable expansion plan. There is no a priori guarantee on the goodness of the final solution or 
on the validity of the rules applied. 

The relatively simpler layout of this tools when compared to optimization allows solving long and medium 
term expansion planning of systems of all sizes with a higher level of modelling detail. Ideally, the most 
relevant technical constraints would be considered within the model. Only in the cases where a full system 
description cannot be achieved, a subsequent feasibility assessment should be carried out. 

The most important disadvantage of these methods is that, given the size and complexity of the problem, 
the proposed plan may be far from optimal. 

Some applications apply general local search methods that are not specific to the TEP problem. For 
instance, GRASP (Greedy Randomized Adaptive Search Procedure) or Tabu Search (which avoids already 
visited directions by adding them to a restricted or tabu list) have been used in applications such as (S. 
Binato, de Oliveira, & de Araujo, 2001) and (E. L. Da Silva, Ortiz, De Oliveira, & Binato, 2001) respectively. 

The application of rules explicitly developed for the TEP problem has also been widespread. Particularly, 
greedy local search processes guided by sensitivity analyses have been very popular (Bennon, Juves, & 
Meliopoulos, 1982; Cagigas & Madrigal, 2003; Dahman, Morrow, Tynes, & Weber, 2008; Dechamps & 
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Jamoulle, 1980; Ekwue & Cory, 1984; Escobar , 2002; Latorre-Bayona & Perez-Arriaga, 1994; Levi & Calovic, 
1991; Serna, Duran, & Camargo, 1978; Zhao Xu, Zhao Yang Dong, & Kit Po Wong, 2006). 

If there is not a clear consensus on what expansion rules should be applied, Expert Systems can help 
extract them by generalizing information available from a set of smaller sample systems (Gajbhiye, Naik, 
Dambhare, & Soman, 2008; Joong-Rin Shin & Young-Moon Park, 1993; Teive, Silva, & Fonseca, 1998). These 
rules can then be generalized and applied to the system that is being planned. 

The application of expansion rules can easily result in solutions that are far from optimal, as they reflect the 
necessary limited expertise of the planner and their generalization power is usually limited. Expert systems 
generalize the behavior of smaller systems and, therefore, may miss effects and structures that arise in 
larger systems only. Notably, although suitable reinforcements might be adequately detected, it is possible 
that large supergrid investments might be missed, resulting in suboptimal solutions. This risk increases as 
the size of the area under study grows. 

 

8.2. Iterative search for a suitable expansion plan 

Iterative search approaches rely on the interaction between a planning module and an operation module. 

8.2.1. Planning module 

The planning module is aimed at identifying specific reinforcements to be made to the network based on 
information on system operation made available by the operation module, which has computed the system 
economic dispatch. Then, for each iteration of the search process, the operation module is run first, 
considering the grid model defined in the previous iteration, and the planning module runs afterwards. 
Transmission expansion proposals are aimed at maximizing social welfare (or, equivalently, minimizing total 
cost). Usually, the planner must explicitly intervene in the selection of these proposals selecting those most 
promising by combining information resulting from the simulation of the system operation with their 
expert knowledge. An update of the set of expansion proposals to be deployed is computed in each 
iteration of the search process. 

Given the dependence of this algorithm on expert knowledge collected by the planner, this network 
planning option seems not well suited to long time horizons, where uncertainty about conditions applying 
is very high, and large systems, since knowledge of the features of the whole system by any entity is 
limited. 

Defining specific network reinforcements requires considering a detailed model of the system grid and 
network constraints. Depending on the level of detail of the representation of the network considered in 
the operating module, two options exist for the analyses to be undertaken within the planning module: 
1. The operation module computes the economic system dispatch subject to all relevant network 

constraints and therefore makes use of a detailed network model. In this case, computing the 
operation of the system within the planning module may only be necessary to assess the impact on the 
system dispatch of new transmission lines, i.e. those network investments that do not correspond to 
the reinforcement (increase in capacity) of an already existing network asset. Assessing the 
convenience of including such network investments within the network expansion plan may be deemed 
to require performing sensitivity analyses of system operation with respect to these additions. 

2. The operation module makes use of a simplified network model when producing information to be 
used by the planning module to determine specific network reinforcements. In this case, analyses 
within the planning module should include the computation of the economic system dispatch making 
use of a detailed representation of the system network. The operation module may have computed the 
economic operation of the system through a long period of time, or for a large set of operation 
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snapshots, and identifies which of these snapshots are to be considered with a higher level of detail in 
the Planning (network) module. Note that this is the approach adopted by ENTSO-e for the 
computation of the 2012 TYNDP, see [70].  

 

8.2.2. Operation module 

The operation module evaluates the performance of the system considering the network architecture 
resulting from the reinforcements so far proposed by the planning module. Network performance is 
assessed according to an agreed set of criteria. The economic dispatch subject to at least the most relevant 
technical constraints should be incorporated to this calculation. 

Given that the planning module may not compute the operation of the system once proposed 
reinforcements are in place, or this module may not consider all possible operation situations, the 
reinforcement plan proposed may not be technically feasible. If the proposed network expansion plan 
generates any technical infeasibility at the operation stage, they are tackled depending on their 
importance. Small and easily solved infeasibilities are corrected by means of minor modifications to the 
expansion plan. More important problems are reformulated as constraints for the planning module to take 
into account in subsequent iterations. The assessment of the technical feasibility of the network 
architecture considered at each step of the search for the expansion plan may be conducted together with 
the computation of the economic dispatch or as a subsequent step through the use of a detailed load flow 
tool.  

 

8.2.3. Analysis of iterative search algorithms 

The most fundamental advantage of this technique is its relative simplicity and ease of use. Depending on 
the approach adopted, the planning module can be as straightforward as a communication tool that 
structures the interaction between the planner and the operation module. In turn, the operation module 
can be built from any suitable power flow analysis tool. 

Network reinforcements proposed at each iteration, and therefore the network architecture finally 
obtained, is dependent not only on the planner’s expertise but also on the particular planning process and 
cannot be determined exclusively in objective terms. In addition, as explained in the case of automatic 
heuristic search, although small reinforcements might be appropriately inferred from the data provided by 
the operation module, other larger investments might be missed if not deliberately proposed by the 
planner. This can result in solutions that are far from optimal. For this reason, this method is better suited 
for medium (not long) term planning of not very large systems where identifying all potentially relevant 
network reinforcements making use of expert knowledge and a predetermined set of simple rules may be 
feasible. 

Implementations of iterative search approaches can be found in references such as (Lu, Dong, & Saha, 
2005; Risheng Fang & Hill, 2003). 

 

8.3. Other considerations 

The selected planning approach must be able to include the features that have been deemed necessary for 
the particular TEP development. This section presents two of the most relevant of these decisions. 
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8.3.1. Transmission technologies 

Different transmission technologies are available for the deployment of new corridors and, as such, should 
be included in the analysis. Several strategies are possible. 

Reinforcements of a corridor using different transmission technologies may be considered as different 
candidate network investments, so that the solution method is left to select not only the optimal grid 
architecture but also the preferred technological option for its deployment. This has the advantage of not 
restricting the optimal solution but can greatly increase problem size and burden its resolution. 

Alternatively, the most suitable technological option for each corridor can be defined ex-ante following 
some heuristic rules, or ex-post, once the basic network topology has been defined. The latter case implies 
the definition of a “base case” technology which characteristics are used to define the expansion plan. 
Once the new corridors have been defined, the decision on the final technological option can be made by 
means of heuristic rules or a sensitivity analysis that studies the impact of each available choice. 

 

8.3.2. Uncertainty and time structure 

Uncertainty appears in the TEP problem at different levels. 

At a long term (scenario) level, the development of demand, new generation, available technologies and 
the future evolution of fuel and carbon prices are unknown. These non random uncertainties can be dealt 
with in two alternative ways: 
 The traditional approach computes the optimal expansion plan for each static scenario separately. 

Then, the flexible network additions that appear in many of these scenarios are selected. 
 Alternatively, enhanced approaches find plans that are able to dynamically adapt to a multiplicity of 

scenarios as they develop and its multi-stage nature. Some of the most relevant techniques that have 
been applied to deal with this dimension of the problem are classical optimization methods 
(Kaltenbach, Peschon, & Gehrig, 1970; Meliopoulos et al., 1982; Meza et al., 2007; Sharifnia & 
Aashtiani, 1985; Vinasco et al., 2011; Youssef & Hackam, 1989) and, in particular, dynamic 
programming (DP) (Dusonchet & El-Abiad, 1973; Vasquez, Styczynski, & Vargas, 2008) , and non-
classical optimization methods (Braga & Saraiva, 2005; El-Keib, Jaeseok Choi, & Trungtinh Tran, 2006; 
Escobar , 2002; Hesamzadeh, Hosseinzadeh, & Wolfs, 2008; Maghouli, Hosseini, Buygi, & 
Shahidehpour, 2011; Miranda & Proenca, 1998a; Miranda & Proenca, 1998b; Rezende, Leite da Silva, & 
Honorio, 2009; Romero, Rider, & Silva, 2007; Sum-Im, Taylor, Irving, & Song, 2009; Xie, Zhong, & Wu, 
2007). 

In the short term, several snapshots that are representative of the whole horizon year are included in the 
system operation calculation. The background scenario is considered as given, and the remaining relevant 
snapshots can be selected from the market analysis performed in task 2.3. If necessary, clustering 
techniques can be applied in order to reduce the size of the scenario tree (J. M. Latorre, Cerisola, & Ramos, 
2007). 

 

8.4. Conclusions 

Several methodologies are available for network expansion planning. Their main features as well as their 
most important advantages and potential drawbacks are summarized in the following list. 

Automatic techniques have, once the problem has been defined, no need for further human intervention. 
Two main approaches can be distinguished: 
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 Optimization methods find the best solutions in terms of the agreed criteria 
 Automatic search applies a set of heuristic rules to the system 

Automatic approaches: 
 Are able to deal with medium to long term planning of systems of all sizes 
 Can cope with a level of modeling detail that depends on the computation burden of the specific 

solution method used. Thus, classical optimization requires a simpler representation of the system 
functioning than automatic search.  

 Are objective 
 In particular, classical optimization: 

o Can guarantee the optimality of the expansion plan 
o Given the need to consider a relatively simple description of system operation, a subsequent 

feasibility assessment of the solution needs to be carried out 
 Heuristic searches: 

o In general are able to accommodate a higher level of detail compared to classical optimization 
o Are at risk of arriving to suboptimal solutions 

These methods are able to compute the long term expansion of the grid of large systems, where 
uncertainty on the set of conditions existing in the relevant time frame is high and the set of potential 
reinforcements of different types to be considered is very large.  

Iterative search techniques seek for a suitable expansion plan that is unlikely to be the truly optimal 
solution by combining information from two different modules: 
 A planning module proposes new investments at each iteration of the process taking into account 

available system information. 
 An operation module updates system information having into account the proposed investments. 

As explained earlier, these methods: 
 Are suitable for medium term planning of not very large systems (not very well suited to the large term 

expansion planning of the EU system)  
 Are relatively easy to implement. 
 Fully depend on the planner’s expertise and the specific decision process. 
 Present a relatively high risk of arriving to suboptimal solutions. 
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9. Appendix B: DC approximation  

In this section, the derivation of the active and reactive power flow equations of any transmission line are 
detailed in first part. Then, the DC approximation is presented, starting from these equations. 

Power flow equations 

Figure 21 gives the common   representation of a transmission line         , using complex notations 

(where       ). 

 

 

 

The branch impedance can be written as                  , where     is the branch resistance and     is the 
branch reactance, and the branch admittance is expressed as                  , where     is the branch 
conductance and     is the branch susceptance. 

As the admittance is the inverse of the impedance, the following relations are derived: 

        
 

       
  

 

        
 

          

                    
 

   

   
     

    
    

   
     

   

 
 

 
 

      
   

   
     

 

    
    

   
     

 

  

Let    
     be the complex power flow of branch   ,     the real branch power flow and     the reactive branch 

power flow. The mathematical relationship among them can be expressed using complex numbers: 
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According to Ohm’s law, the complex current can be expressed as follows: 

                                                           

1
 The notation      refers to the complex conjugate of   . 

    

                 

  
                    

Figure 21. Schematic representation of a transmission line    
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Finally, we obtain the branch real and reactive power equations: 

       
                                         

        
                                         

 

DC approximation 

Non linear AC Optimal Power Flow (OPF) problems are commonly approximated by more tractable 
linearised DC OPF problems focusing on real power, especially for large power networks. Non linear 
constraints, such as balance, branch flow and production for real and reactive power, are linearized using 
the DC approximation. The following assumptions are made: 

(1) The voltage magnitude is supposed uniform at each node. Consequently, the variables are 

normalised and expressed in per unit (pu) values. 

(2) The resistance for each branch is negligible compared to the reactance (    ). 

(3) The voltage angle difference       across any branch is small enough so that             

and             can be linearised. 

Let   and   be two nodes (   ) connected by the branch   . Let     be the real power flow and     the 

reactive power flow of branch   . Finally, let    and   (resp.    and   ) be the voltage magnitude and 
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voltage angle at node   (resp.  ), and let      and      be the conductance and the susceptance for 

branch    2 

Using Ohm’s law, the real and reactive power flows can be expressed as follows (such as presented above): 

       
                                         

        
                                         

Given the DC approximation assumptions, the following simplifications are made: 
(1)             

(2)        

(3)               and                    

Thus, both real and reactive power flow equations can be linearised as follows: 

        
              

         
         

          

Let     be the negative branch susceptance (i.e.       
   

   
     

 ) and the voltage magnitude normalised to 1 

pu, the real power flow on branch    can be expressed in this simple form: 

                

 

 

  

                                                           
2
 The impedance of a branch is defined as       , where   is the resistance (in ohms) and   is the reactance 

(in ohms). The admittance is defined as the inverse of the impedance, and can be written as       , where 

  is the conductance given by   
 

      (in mhos) and   is the susceptance given by   
  

      (in mhos). 
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10. Appendix C: Adjustment costs 

Priority order: upward changes 

Upward changes consist in increasing generation or decreasing consumption. The typical priority order for a 
situation where there is not enough power in the system is illustrated in Figure 22.  

 

 
Figure 22. Priority order for upward changes 

In the adequacy simulation model in copperplate, all available thermal units with the lowest marginal costs 
run at their maximum capacity. Thus, the flexibility of thermal units is very low, as most of the operating 
units are already at their maximum production level. Consequently, most upward changes may be done on 
hydro generation.  

 

Priority order: downward changes 

Downward changes correspond to a situation where there is too much power in the system. Generation 
has to be curtailed or controllable consumption should be increased according to a particular priority order, 
defined in Figure 23. 
 

1 
•Increase the intermittent power generation which has been curtailed (wind and solar) 

2 
•Increase the least expensive thermal units production: nuclear, biomass, lignite, coal or gas 

3 
•Demand Side Management: decrease consumption of controllable devices 

4 
•Increase Pumped-Storage Power (PSP) plants power generation 

5 
•Increase power generation of hydro power plants with storage 

6 
•Increase power generation from storage devices 

7 
•Increase expensive thermal units production: oil, CCGT 

8 
•Cut uncontrollable consumption 
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Figure 23. Priority order for downward changes 

 

Definition of adjustment costs 

Then, starting from these priority orders, we defined adjustment costs for each injection type (Table VIII, 
the list of injection types is not exhaustive). These values were defined for the purpose of testing the 
methodology. Sensitivity analyses would be necessary for a validation process, but we did not have time to 
perform them. 
  

1 
•Decrease expensive thermal units production: oil, CCGT 

2 
•Increase pumping (i.e. power consumption) of Pumped-Storage Power (PSP) plants  

3 
•Increase energy storage in storage devices 

4 
•Demand Side Management: increase consumption of controllable devices 

5 
•Decrease less expensive thermal units production: nuclear, biomass, lignite, coal and gas 

6 
•Decrease power generation of hydro plants with storage 

7 
•Curtail intermittent wind and solar generation  

8 
•Shut-down operating thermal units 
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Table VIII - Definition of adjustment costs 

Injection type    (Increase generation or decrease 
consumption) 

   (Decrease generation or increase 
consumption) 

Wind/Solar Cannot be modified, except in the 
case of curtailment (zero cost) 

2ϵ
3
 

Thermal  MAX (System cost, Generation cost) - Generation cost + ϵ 

Hydro Run-Of-River Cannot be modified Cannot be modified 

Hydro with storage Stored energy cost + 2ϵ ϵ 

Hydro PSP Stored energy cost + ϵ - Stored energy cost + 2ϵ 

Centralised storage Stored energy cost + 3ϵ - Stored energy cost + 3ϵ 

Demand-side management Stored energy cost + 4ϵ - Stored energy cost + 4ϵ 

Unsupplied energy Cost of unsupplied energy 
(10000€/MWh) 

 

 

The system cost is the cost of the most expensive operating thermal unit. It is calculated in the adequacy 
simulations and corresponds to the dual variable of the balance constraint (generation = consumption). 

The stored energy cost is the value of 1MWh of stored energy optimally used over a week. It is equal to the 
dual variable of the balance constraint which links the energy pumped and the energy generated during 
one week. This is an output from the adequacy simulations.  

 

                                                           
3
 ϵ is a negligible positive cost (e.g. 0.1€/MWh) used to classify the different injection types 


